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Abstract

There has been an increase in the implementation of machines that use artificial intelligence (AI) in healthcare settings. This paper explores the application of AI such as care robots and anchors the discussion in relational ethics. The use of AI is an emerging potential solution to the current human resources shortages. However, increasing AI function may pose the question of whether the notion of care is compatible with designs that focus on data and efficiencies. There are interests regarding the potential negative impacts of AI such as employment replacement and ethical issues. Using a reflective writing approach and a relational ethics lens, this paper grapples with some practice, legal, ethical, and social implications that could be relevant regarding the use of AI in healthcare. It is important to consider the implications of AI and establish guidelines for its responsible development and applications. If AI is to be used to care for humans, then its operators may want to keep relational elements in mind.
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The increase in the use of AI in health care, while potentially providing a cost-effective means of dealing with data and filling gaps in staffing, also raises issues of ethics, quality of care, and bias. Matheny et al. (2019) in their National Academy of Medicine (NAM) report acknowledged that although there are immense possibilities for AI to improve healthcare outcomes, cost, and population health, there are challenges such as biased data, training, and the patient-clinical relationship. Given the current shortages in human resources, from support staff to nurses and physicians, the idea of care robots and other AI supportive systems is an emerging potential solution. AI care robots such as PARO, the plush social robotic seal developed in Japan in 1993, are useful in assisting with dementia and Alzheimer’s patients, and supporting the emotional healing of Ukrainian children in the current war (Jiji, 2022; Vaswani, 2020). PARO is widely used in over 30 countries, and the United States Food and Drug Administration (FDA) certified it as a biofeedback medical device in 2009 (Costescu et al., 2014; IEEE, 2022; Lazarewicz, 2021; Moyle et al., 2017). However, AI such as care robots pose the question of whether the notion of care is compatible with designs that focus on data and efficiencies. The increasing use of AI in health care will inevitably impact therapeutic relationships and accountability. Using a reflective approach through the lens of relational ethics, this paper explores the applications of AI in the healthcare setting and addresses some practice, legal, ethical, and social implications.

**Literature Review**

The discussion applies Bergum and Dossetor’s (2005) seminal work on relational ethics. The literature review is not exhaustive but aims to provide a contextual overview regarding the increasing use of AI in health care and the evolution of therapeutic relationships. The interest to research this topic with a relational ethics lens originates from the books by Christof Koch,
Consciousness: Confession of a Romantic Reductionist (2012) and The Feeling of Life Itself: Why Consciousness Is Widespread but Can’t Be Computed (2020), and Susan Schneider, Artificial You: AI and the Future of Your Mind (2019). Although Koch and Schneider applaud the abilities of AI, they caution researchers and policymakers to place more emphasis on practice implications and “consciousness engineering” (Schneider, 2019, p. 4). That is, AI should not be designed for situations where it could cause harm or outsmart humans. All the references from Koch and Schneider led to other resources for further review. The citations of each article and website in this paper were also gleaned for additional information.

Searches from the Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsycINFO, Medline, PubMed, and Google Scholar using the terms “artificial intelligence in health care,” as well as “in nursing,” “AI and therapeutic relationships,” and “AI and relational ethics,” as well as grouping the terms in various combinations did not generate any articles that specifically applied relational ethics to discuss the use of AI in healthcare settings and its potential impact on therapeutic relationships. McCradden and Kirsch (2023) are Canadian researchers who wrote a brief correspondence piece that recommended relational ethics as a framework to avoid algorithmic paternalism and automation bias with respect to using AI in health care. However, the authors did not elaborate on any specific format, detail the components of relational ethics, or cite the ethicists who developed it. Birhane and Cummins (2019), in their preprint, under-review, two-page paper, used the term “relational ethics” in the title. Unfortunately, the writers did not discuss any application aspect of relational ethics but used aphorisms such as relational ethics “emphasizes that we shift the focus towards gaining deeper contextual understandings … encourages us to view the task as part of the practice of creating
and reinforcing certain types of norms and social order … proposed solutions as partially open” (Birhane & Cummins, 2019, p. 2).

Examples of authors who asked thought-provoking questions include Bao et al. (2022), who wrote about the social impact of increasing AI use; Gallagher et al. (2016) and Sharkey and Sharkey (2012), who discussed some ethical questions regarding nurses using robots to care for the elderly, but did not mention relational ethics or any other ethical framework; Nundy et al. (2019) and Tucci et al. (2022), who debated the notion of trust between patients and physicians in the era of AI; Surden (2020), who presented several basic questions in the ethics of AI in law; and the World Health Organization (WHO), which issued recommendations on digital interventions for healthcare systems and a guide for ethics and governance for AI for health with cursory mention of therapeutic relationships (2019, 2021). Coeckelbergh (2022) was the only author who specifically wrote about intercultural robotics and considered a relational framework but did not apply relational ethics.

A tribute must also be paid to Veruggio (2005), who presented a summary of the birth of roboethics at the 2005 Institute of Electrical and Electronics Engineers (IEEE) International Conference on Robotics and Automation workshop on roboethics in Genoa, Italy. Veruggio’s document confirms that the human race has a duty to consider the ethical and social implications of AI technological advancement, and their applications must be governed by the respect for: a) human life, b) human dignity, c) integrity of the person, d) democracy, e) the rule of law, f) cultural, religious and linguistic diversity, g) the freedom of arts and research, h) health care, i) consumer protection, j) the rights of the child, the elderly, and the handicapped, h) environment, k) privacy, l) liberty and security (p. 3).
Veruggio (2005) recommends that the healthcare field needs to anticipate new bioethics issues and be aware of the potential to inadvertently move attention away from patient-centred care to technology. Veruggio and Operto (2017) continue to emphasize the urgency to fine tune roboethics to be human-centred in a follow-up book chapter to an article they published in 2006. In all his work, Veruggio implies the importance of the relational aspects of patient care.

The next section begins with some simple definitions of AI, and the paper aims to serve as a brief and digestible springboard for healthcare providers and students to apply relational ethics to contemplate the impact AI may have on their relationship with patients. The global society is at a point where there is an immense need to balance the fast adoption of effective AI in health care yet maintain humanness in care. If AI such as care robots are to care for humans, then its operators may consider keeping relational elements in mind.

**Defining Artificial Intelligence in Brief**

There are numerous definitions of AI, and it is generally accepted that AI is any intelligent computer program (WHO, 2021). It is beyond the scope of this paper to differentiate, classify, or elaborate on the various spectrums, levels of sophistication, and computational complexity of existing AI programs in terms of their deep-learning abilities, analytics, types of data, or algorithms. Van Duin and Bakhshi (2017) offer a few detailed definitions and specific categories of AI that could assist in navigating the complex intricacies of the range of AI applications in today’s technologically driven healthcare environments. Notwithstanding, the authors assert that a simple definition of AI is a multifaceted field of science with a common theme of using computers or machines to complete tasks that are normally performed by human intelligence. The authors also cite a mirroring definition by the pioneering computer scientist
Alan Turing, who defined AI as “the science and engineering of making intelligent machines, especially intelligent computer programs” (Turing, 1950, as cited in van Duin & Bakhshi, 2017, para. 2). Both descriptions are aligned with the WHO definition.

In addition, Davenport and Kalakota (2019) and Meskó and Görög (2020) compendiously summarize the types of AI that are commonly used in health care as an essential part of the ongoing development of precision medicine. According to these experts, the machine learning of AI programs has many versions and levels of statistical and algorithmic ability to learn and apply data to predict treatments. The scientists define a neural network as a more complex category of machine learning that could determine the likelihood of disease development in patients, whereas deep learning is the most complex form of machine learning in which an AI could predict outcomes or present diagnoses. Other AI applications include natural language processing, which is used to comprehend human language and is useful in clinical documents and research publications; “if-then” rule-based expert systems, which assist in clinical decision support and electronic health records; physical robots and robotic process automation, which involve robots such as surgical robots; and robotic computerized automation for repetitive tasks (Davenport & Kalakota, 2019).

Furthermore, van Duin and Bakhshi’s (2017) categories that best fit with the notion of AI and/or care robots in health care are cognitive analytics and smart machines. Cognitive analytics permits AI to acquire contextual and unstructured information, as well as to reason, learn, and communicate with humans. That is, the system has human-like intelligence such as the ability to recognize images and objects, understand context in speeches and semantics, and make predictions or anticipations of human responses. Smart machines include robots that are autonomous, intelligent, and capable of continuing to learn new information (deep learning). The
ability for smart machines to keep learning is an ongoing improvement process in their capacity to reason, problem solve, and make decisions. They learn and improve over time as new data becomes available. That is, the system can identify enormous volumes of data and make immediate projections that may not be immediately obvious to humans. Using the succinct definitions and categories of van Duin and Bakhshi (2017), Davenport and Kalakota (2019), and Meskó and Görög (2020) in conjunction with a relational lens helps to frame the discussion on the potential impact AI has on therapeutic relationships, as well as some legal and ethical implications that will be discussed in this paper.

Van Duin and Bakhshi (2017), Bao et al. (2022), Davenport and Kalakota (2019), Matheny et al. (2020), Meskó and Görög (2020), and Mikalef et al. (2022) note that the way society thinks about AI is rapidly evolving as AI becomes more ubiquitous. These authors’ postulation may prompt the reminiscence of Dostoevsky’s (1866/1914) Crime and Punishment, where he warns humankind to be careful because “man gets accustomed to anything” (p. 28). Dostoevsky’s statement is poignant and adds educational and ethical value here because most people no longer marvel at the efficiency of basic AI such as Siri or Google Home. If it is assumed that Dostoevsky was right, then the future abilities and applications of AI are concerning from a relational perspective. Price et al. (2019) cautions that with the speed in which AI advances in health care, lagging legal and legislative guidance will continue to be a major challenge while practitioners and regulators balance safety and liability. It is debatable whether law, policies, and regulations will be able to keep up with the constant advancement (Fernandez, 2022, as cited in Patel, 2022). Therefore, it may be wise to pause and consider the possible danger of a slippery slope when new technologies are simply accepted without questioning the intertwining practice and ethical concerns.
AI in Health Care

Many types of indirect patient care AI already exist that assist to improve logistical efficiency from hospital transfers to bed assignments and patient flow (Davenport & Kalakota, 2019; Keating, 2021). Complex machines such as surgical robots, exoskeletons, prosthetics, artificial organs, pharmacy and hospital automation robots (care robots), and social robots are also in use (Kerr et al., 2017; Zemmar et al., 2020). According to the Mayo Clinic (2023), robots can assist surgeons to perform complex operations by offering a three-dimensional magnified view of the surgical site, thereby improving precision and minimizing invasion of the patient’s body. In November 2022, the first total hip replacement with robot assistance was successfully performed in Nova Scotia, Canada, at Dartmouth General Hospital. The orthopaedic surgeon who performed the surgery, Dr. Jennifer Leighton, stated that this new technology will improve overall surgery and recovery time, decrease length of stay, and lower the rate for revisions (Laroche, 2023). Another example, PARO, the aforementioned social robotic seal that responds to human touch and sound, has proven to improve the mental health of elderly patients and Ukrainian refugee children (Costescu et al., 2014; Jiji, 2022; Vaswani, 2020).

The IBM Watson health system, which was praised at its inception in 2004 for its potential for using structured and unstructured medical data to successfully diagnose lung cancers, is mainly used today for marketing, customer service, and other adaptations of its software abilities (Steadman, 2013; Lohr, 2021). One of the reasons the Watson system is not used in oncology as initially hoped is because physicians wanted something user-friendly that they could trust. Watson was too complicated, and physicians became exasperated because they were grappling with its technology instead of caring for patients (Lohr, 2021). Since 2022, IBM
Watson Health has been known as Merative and offers AI products and services for medical clinical research and other healthcare advanced technology supports (Merative, 2023).

Based on the abovementioned examples, the overarching question is no longer whether AI should be used in health care; rather, there are numerous ethical questions that arise as the abilities of AI continue to advance. Bryson (2018) asks crucial questions such as how much is too much AI in terms of its potential to replace humans? How does the healthcare system sufficiently ensure patient safety, and who is ultimately accountable and liable when errors occur—the practitioners who are the operators or the AI engineers and scientists who created the machines? In addition, Henderson et al. (2022) and Birhane and Cummins (2019) recommend caution because of the potential for algorithmic biases that could result in discrimination. Given the existing healthcare inequities, it is advisable to ascertain equity and inclusivity in the creation and implementation of AI for health care. Almost two decades ago, Veruggio (2005) and Veruggio and Operto (2006/2017) promoted the blueprint for roboethics to be fair and equitable with cross-cultural considerations, as well as being human-centred. Coeckelbergh (2022) concurs by echoing the importance of ensuring cross-cultural diversity and sensitivity of robotics in the way they interact with patients. Furthermore, Chesterman (2020) entertains the possibility of ascribing a kind of philosophy of mind and personhood to machines, especially to robots that are human-like in terms of intelligence. Based on Chesterman’s analysis, there is a brief discussion on the notion of AI personhood in a later part of this paper as it pertains to relational ethics. Indeed, humanity needs to be careful to not become complacent and “accustomed to anything” that AI has to offer, as Dostoevsky suggested (1866/1914, p. 28). Relational ethics could assist in grappling with some of these questions to ensure that humans are not removed in the increasingly technological healthcare setting.
Relational Ethics and Care Robots

Relational ethics is a branch of healthcare ethics that was developed by Vangie Bergum and John Dossetor (2005). The inherent traditional therapeutic relationship between healthcare providers and patients is relational. Relational ethics endorses the existing moral space between the self and others that offers humans the humility to respect and understand others’ perspectives, circumstances, lived experiences, and intersecting factors of the social determinants. Relational ethics helps healthcare providers care for and interact with each unique individual patient, however similar their medical diagnoses may be (Bergum & Dossetor, 2005; Oberle & Bouchal, 2009). Western medicine can successfully treat many illnesses, and the purpose of relational ethics is to ensure that healthcare providers do not treat every patient as a cookie-cutter-diagnosed case. The chief tenets of relational ethics are embodiment, mutuality, engagement, non-coercion, autonomy, and consideration for the environment (Bergum & Dossetor, 2005). The next sections will elaborate on mutual respect, engagement, autonomy, and embodiment with respect to the application of AI such as care robots and consider whether they can position themselves within the context of caring for human beings, who are relational, and within a healthcare practice setting that is situated in relationships.

Mutual Respect and Engagement

The two central elements in relational ethics are mutual respect and engagement because they coexist in tandem. Bergum and Dossetor (2005) affirm that authentically meaningful engagement with others can only happen when there is mutual respect. Mutuality, that is, mutual respect, is the space where individuals share and experience differences empathetically and objectively in giving and receiving interactive ways. The authors emphasize that ethical decisions and actions are always made within the context of mutual relationships because people
are interconnected; therefore, a care robot’s ability to intrinsically respect a patient’s choice is questionable, if not altogether impossible. There is an absence of an inherent relationship and authentic engagement between the robot and the patient, and if there is a relationship, one could argue that it is imagined for those patients who lack full capacity. For example, Gus Newman is an autistic boy whose mother Judith Newman authored the book *To Siri with Love*. In her 2017 interview with journalist Piya Chattopadhyay, Newman shared that Gus seems to view Siri as a friend, and it helped Gus’s family gain insights into Gus’s mind based on the questions he asked Siri. Newman indicated that nobody knows whether Gus understands that Siri is not a real person, nor do they really care because the artificial friendship has offered the family a kind of mental-health respite. In this example, Siri is not exactly a care robot but serves a kind of assistive purpose. It is important to note that there is no genuine mutual relationship or engagement between Gus and Siri. Newman stated that Siri is always polite and calm because it is programmed to be diplomatic. Siri only knows its programmed role to be courteous regardless with whom it is interacting; thus, its civility does not constitute mutual respect because Siri does not have the autonomy to recognize what it means to be mutually respectful.

Similarly, the anthropomorphism of PARO is effective when used with humans who do not have full capacity or with those who have full capacity and understand that it is an assistive device. PARO is programmed to respond to human touch and assist in reducing anxiety and agitation for dementia patients, patients living with cancer, war veterans, and others who have post-traumatic stress disorders, such as refugee children from Ukraine (Lazarewicz, 2021; Vaswani, 2020). PARO would likely be effective in comforting a dying patient who has dementia or an individual who has experienced trauma, but it does not have the emotional intelligence to understand empathy, even though it is programmed to say empathetic words and
perform empathetic actions. That is, PARO cannot express genuine mutual respect via its programmed ability to engage.

Nelson et al. (2020) explored patient perspectives on the use of AI for skin cancer, and revealed that the most common theme in their study was participants’ apprehension of AI potentially replacing humans. The researchers concluded that 94% of the participants expressed the importance of reciprocal human interactions, though they appreciated the benefits of using AI as a tool as long as the AI was “implemented in a manner that preserves the integrity of the human physician-patient relationship” (p. 511). Although the assumption that all human caregivers are caring and competent is false, it is probably correct to assume that no machine is capable of genuine caring because caring is a human trait. It is debatable whether cognitively sound patients could engage with a robot in the same mutually emotional-therapeutic relationship as they would with a human caregiver regardless of the level of caring and clinical competency the human carer possesses. Cognitive patients may recognize the benefits of AI tools to increase diagnostic efficiency, access to care, and the potential to reduce healthcare costs (Nelson, et al. 2020). They may also enjoy the robotic company as a form of amusement or a means of mental stimulation equivalent to art therapy, and the robot can assist as part of psychotherapy with patients who have experienced trauma (Cooney & Menezes, 2018; Seo et al., 2022). However, these interactions are not entirely relational because there is no mutual engagement, nor is there the quality of interactive mutuality based on authentic connection. Topol (2019) claims that it is unlikely any AI will completely replace humans in health care, albeit he states, “over time, marked improvements in accuracy, productivity, and workflow will likely be actualized, but whether that will be used to improve the patient-doctor relationship or facilitate its erosion
remains to be seen” (p. 44). Hence, the notions of mutual respect and engagement in relational
efforts are apropos when considering how AI will impact therapeutic relationships.

**Legal Personhood**

It was established earlier that mutual respect and the engagement between human beings
are key elements in relational ethics. Therefore, it is relevant to briefly acknowledge the
problematic notion of endowing AI with legal personhood, though it is outside the limit of this
paper to expand on this topic in greater depth. A plethora of legal and ethical scholars have
debated the question of whether some AI systems should be granted legal personhood as they
become more sophisticated and human-like (Brown, 2021; Chesterman, 2020; Gordon, 2021;
Gunkel & Wales, 2021; Schneider, 2019; Wojtczak, 2022). The general consensus of these
authors is that it is ethically objectionable, and the law continues to be slow to catch up with the
speed of technological advancement, which renders the actualization of granting legal
personhood to AI essentially impossible. The application of relational ethics could help to settle
the score insofar as disqualifying AI to have legal personhood because it is incapable of mutual
and genuine engaging relationships. AI can be an effective imitator that necessitates humans to
input its functions, which it then carries out without disagreement because people neither seek
nor require mutual respect from AI. For example, Chesterman (2020) posits that natural
personhood is legally recognized by the fact of being born and does not require passing the
Turing Test, a method of determining whether a machine can demonstrate human intelligence.
Basically, if a machine can engage in a conversation with a human without being detected as a
machine, it has demonstrated human intelligence (Turing, 1950). Chesterman argues against it
for the sake of discussion, albeit acknowledges “judicial persons” such as corporations, church
organizations, and governments as legal entities (p. 4). Chesterman also clarifies that the legal
system could grant AI legal personhood, but the more important question is whether it should. Authors such as Schneider (2019) and Wojtczak (2022) infer the sentiment that it will become inevitable to consider the legal subjectivity of AI; unfortunately, they do not explicitly address what the process may entail. The slippery slope presented is that if AI could become equal to human beings, then the next plane of debate is whether AI could reciprocate to recognize human rights and personhood, as well as the moral questions of their consciousness and free will (Koch, 2020; Schneider, 2019). In addition, if AI is permitted to have legal personhood as does a natural person, then all human rights components such as the ability to mutually respect others could also apply to AI.

A new example was the unveiling of the AI ChatGPT on November 28, 2022, by OpenAI, which claimed that ChatGPT was able to mimic a human in its responses (Patel, 2022). It is predicted that ChatGPT will prove itself useful in many areas, from improving productivity to customer service and beyond. Nevertheless, Patel interviewed several experts such as Osh Momoh, chief technical advisor for MaRS, an innovation hub in Toronto, Canada; Melanie Mitchell, a computer scientist at the Santa Fe Institute; and Sheldon Fernandez, CEO of Darwin AI, a visual quality inspection company based in Waterloo, Ontario, and all cautioned that there is a need to consider the potential negative impact and limitations such as the shift in employment opportunities, privacy concerns, perpetuation of societal biases that result in discrimination, and the delay of legislative bodies in keeping up with the technology to develop responsible law and regulations. Thus, for now, it is valid to sustain agreement with Chesterman (2020) and other scholars who are opposed to granting AI legal personhood.

Nonetheless, some robots, such as surgical robots, are undeniably helpful in assisting with tasks in the healthcare setting that do not require building rapport or forming mutual respect.
with patients. Keeping relational ethics in mind, anthropomorphizing any robot is unwise; rather, they should be named appropriately to deter the notion of assigning them legal personhood, however sophisticated they may be (Tanibe et al., 2017). Tanibe et al. discuss the fact that it is humans who perceive a mind in a robot by the way they interact with it; thus, people do the anthropomorphizing, not the other way around. Humans are relational beings; therefore, it is human nature to ascribe human characteristics to non-human objects and creatures. It is interesting to note that Tanibe et al. are Japanese psychologists from the University of Tokyo who are familiar with this concern because PARO is a Japanese invention. They caution against forming unnatural bonds with robots as they become more human-like. Most people are not emotionally attached to their cell phones or computers because these are assistive entities; hence, perhaps a robot that has an administrative function should be referred to as a desk-bot or one that functions as a porter as a gofer-bot.

It is also noteworthy to reflect on Chesterman’s (2020) example of the New York State Supreme Court case People ex rel. Nonhuman Rights Project, Inc. v. Lavery regarding the personhood of chimpanzees when Judge Fahey stated, “Ultimately, we will not be able to ignore it. While it may be arguable that a chimpanzee is not a ‘person,’ there is no doubt that it is not merely a thing” (p. 18). AI is a thing. No matter how much data humans input for it to respond with emotional words, it will never appreciate the meaning of being emotional, nor will it ever be able to empathize (Martínez-Miranda & Aldea, 2005). Siri or PARO could never actually feel sad, no matter how well programmed they are to say, “I am sorry to hear you are sad.” Furthermore, AI (a thing) can live forever, whereas humans do not, so no care robots could fully appreciate the meaning of death and dying. Some may even consider it insulting to a dying patient’s dignity to be cared for by a care robot (Sparrow, 2016). Although computer scientists
began working to create affective AI in 1995 (Picard, 1995), no one has yet created an AI that could authentically demonstrate emotions and mutual respect, though they can generate emotionally correct and respectful responses. Therefore, although the debate of whether or not to provide AI with a kind of legal personhood may continue, chances are that AI could not and probably should not be considered a person (Brown, 2021; Chesterman, 2020; Gordon, 2021; Gunkel & Wales, 2021; Schneider, 2019; Wojtczak, 2022).

**Embodiment**

The *embodied* element in relational ethics refers to the notion that an authentic therapeutic relationship encompasses people’s emotions and their subjective lived experiences, as well as scientific knowledge (Bergum & Dossetor, 2005). There are no strict rules in terms of how people achieve embodiment other than the concept that human knowledge is multidimensional and must be inclusive of people’s lived experiences and interactions with others. In addition, it requires healthcare professionals to embody their medical knowledge as a way to value the connections with patients in order to understand their experiences. Bergum and Dossetor suggest that within embodied knowledge is the embodied commitment to care and a willingness to participate in a therapeutic relationship. It is reasonable to assume that the data stored by AI and its ability to retain and learn new information is not a true form of embodied knowledge and lived experience, at least not in the relational sense. AI tools such as robots are not physically alive, so they cannot have lived experience. AI programs and tools are mechanically operational devices that are able to process computed information; they do not, in fact, think and feel as humans do from a phenomenological sense, thus are merely “instrumental” (Svenaeus, 2017, p. 99).
The juxtaposition of the existential elements of human life and AI is distinguishable by the fact that AI lacks real autonomy and consciousness. Thus far, there is a recognition of the functional presence of AI; however, if its lived experience is acknowledged, then the notion of an ontologically in-between space surfaces where humans may need to determine whether the existence of AI beyond that which is strictly instrumental should be valued. Lived experiences require consciousness (Hegel, 1807/1977; Heidegger, 1927/2010; Koch, 2019). The interpretation of Hegel and Heidegger suggests that the *self* is conscious because of humans’ ability to be aware of and value the individual self and distinguish the self (being) from others. Hegel also states that the nature of a *thing* (object) is only as it analogizes and collates to other things, and people understand it by the ways they constitute it. That is, humans ascribe the thing its character or personality and anthropomorphize it because it could not independently recognize itself without a person telling it what it is. Hegel and Heidegger discuss the German terms *Dasein* (being or existence) and *Fürsichsein* (being for oneself). These philosophers elaborate that humans’ *being for oneself* is only possible for humans because the conscious mind has the awareness of its own state of being in the world. AI has no consciousness, or, at best, its consciousness is assigned by humans; hence, it cannot embody knowledge and emotions the same way humans do. Thus, from the perspective of relational ethics, no AI can empathize or appreciate patients’ lived experience and their circumstances in meaningful ways because it does not have consciousness or the ability to value itself; rather, it only has the capability to process the emotionless data it has received. An AI’s knowledge is not embodied but is a reservoir that possesses the capacity to retain, maintain, and regurgitate data; therefore, computers cannot experience life or consciousness, except the fake consciousness that is their data. Computers are utilitarian entities designed for doing and are incapable of being.
Perhaps an argument could be made for embodiment pertaining to exoskeletons, prosthetics, and surgical robots because they could be perceived as literally being embodied by the human operators who merge with the machines (Kerr et al., 2017). Physically assistive, wearable robots can enhance the lives of amputees and those living with disabilities, and work symbiotically with surgeons to improve patients’ health outcomes (Laroche, 2023; Zemmar et al., 2020). However, one might dispute that there is no mutuality in such embodiment because once again it is the human, as the operator, who possesses the act of embodiment. The machine has no autonomy, so cannot perform the embodiment itself.

Furthermore, trust is embodied within relational ethics as a pertinent component. How do humans define a robot’s trust in them? Is a robot capable of trust in its interactions with the patient or the operator? If an agitated patient or operator dismantles its parts, has the robot’s trust in humans been violated? Humans assert that AI has no consciousness and cannot value itself or others because it cannot process trust or distrust (Bryson, 2018). Therefore, a more likely assumption is that people trust the robot’s ability to perform its functions because humans designed it, but the robot is incapable of returning the sentiment.

Another important question to consider is whether there is a potential risk for the erosion of trust between the patient and healthcare professionals if more and more tasks are outsourced to machines (Kerasidou, 2020). Might patients consider the machines the experts and stop trusting their human care providers? Bryson (2018) discusses trust from the perspective of accountability and posits that trusting AI is not a requirement because there should always be a human or a company behind the machine that would be accountable. Bryson calls for a global governance of AI to ensure that regulations are in place so that people or corporations could never evade liability by blaming the AI they created. Bryson also claims that AI has no
consciousness; thus, AI should never be held accountable as “legal entities in and of themselves” and disagrees with the notion of AI legal personhood (para. 8). Therefore, patients’ trust should continue to be placed in the human caregivers with whom they can have genuine therapeutic relationships. Bryson supports the position that AI is an instrument to enhance learning, communication, and social services, but trust should remain with the humans who develop the AI and are ultimately accountable.

AI such as care robots are tools that may render the healthcare system more efficient and cost-effective (Nelson et al., 2020; Tong & Sopory, 2019; Topol, 2019). However, the embodiment of caring, knowledge, and commitment is personal and relational. The gift of genuine human bonding is grounded in trust, empathy, compassion, and affective communication; these are the essence of the clinical presence embodied by healthcare professionals and cannot be replaced by computing machines (Tong & Sopory, 2019; Topol, 2019). Moving forward, one of the main questions that must be addressed is how AI will impact the traditional notion of the therapeutic relationship as technology becomes even more prevalent in the healthcare space. No AI system could embody deep and authentic emotions in meaningful ways; therefore, the affective-communicative component of care is still part of the role of the healthcare provider. The findings of Nelson et al. (2020) echo this sentiment as the participants indicated they valued human verbal, nonverbal, and emotional communication, and none of them envisioned AI as a physician replacement. Tran et al. (2019) and Tong and Sopory (2019) concur and report a collective patient perspective that technology should not impair the human aspect of care, even though most patients acknowledged the benefits of technology and expected the ongoing expansion of AI use in the future. Tong and Sopory also emphasize the importance of affect as a factor in future designs and applications of AI in health care while underscoring that
healthcare providers should continue to be responsible for the integral affective communications with patients.

**Practice Considerations**

Cutillo et al. (2020) discuss perspectives on the trustworthiness, explainability, usability, and transparency of machine intelligence in health care. The authors do not specifically address the use of care robots, and they use the term “machine intelligence (MI),” which perhaps is more fitting because the word *machine* is definitively nonhuman. Cutillo et al. define the use of any machine in health care as the “ability of a trained computer system to provide rational, unbiased guidance in such a way that achieves optimal outcomes in a range of environments and circumstances” (p. 1). This definition is aligned with the others aforementioned. Coincidentally, the manner in which the authors define trustworthiness, explainability, and usability in the context of health care is remarkably complementary to relational ethics. Cutillo et al. describe *trustworthiness* as the ability of healthcare professionals to evaluate the limitations of MI in terms of its validity and reliability. The authors acknowledge that in the healthcare setting, trust is subjective, and users must confidently trust the computing system. They assert that although a patient could trust a machine to be functional, pure mutual trust cannot exist because of the lack of an authentic therapeutic relationship. Thus, Cutillo et al. reinforce the relational notion of mutual respect that produces trustworthiness and that it must be established by humans.

Furthermore, healthcare providers continue to be hesitant to trust any sophisticated AI because there are still so many unknowns as far as individual physicians’ ability to understand the technology (Davenport & Kalakota, 2019; Fenech et al., 2018; Juravle et al., 2020; Lohr, 2021; Nundy et al., 2019; Ogilvie & Eggleton, 2017; Tucci et al., 2022). IBM’s Watson is a good example to illustrate physicians’ lack of trust in embracing its initial intended usage because it
was much too complicated (Lohr, 2021). Trust in AI would require more than faith and fascination on the users’ part to establish. Therefore, to facilitate trust in AI for healthcare professionals, especially in devices such as direct-care robots that have higher-stakes functions and operations, more training, education, and consultation would be required in terms of the AI’s explainability and usability (Davenport & Kalakota, 2019; Juravle et al., 2020; Nundy et al., 2019; Tucci et al., 2022). Ahmad et al. (2021) emphasize the importance of training surgical fellows by using virtual reality platforms for robotic surgery and conclude that surgeons will require ongoing training to ensure proficiency. Hence, Ahmad et al. (2021) and others confirm the relevance of relational ethics with respect to the need for healthcare professionals to embody the knowledge of AI in order to trust it, or at least understand enough of the technology so that they can engage in using it in meaningful ways (Bergum & Dossetor, 2005; Gadow, 1999; Kunyk & Austin, 2012; Lohr, 2021; Olmstead et al., 2010). Similarly, with diagnostic AI, physicians need to have sufficient training to understand how the AI comes to a diagnostic conclusion, similar to how they would engage in consultation with their human colleagues (Davenport & Kalakota, 2019; Juravle et al., 2020; Nundy et al., 2019; Tucci et al., 2022). It is unrealistic to expect anyone to fully understand the intricacies of the AI computer algorithms as well as the engineers who designed them; however, a certain level of knowledge embodiment by the operators is required to establish trust, otherwise PARO or the administrative-clerical form of lower-stakes AI may be as far as the technology can go for the time being in terms of trust.

Cutillo et al. (2020) insist that explainability must be in “human terms” (p. 1), so the accountability for explaining falls on the human. Notwithstanding, the authors suggest that the applications of machines need not always be explainable if there is a high-level of established trust in their efficacy. That is, trust may mean that the AI has been built ethically, adequately
tested using research ethics approaches, validated, and subjected to regulatory approval and ongoing oversight. This point is significant from a relational ethics perspective because logically, people trust the practitioners who trust the machine that is deemed trustworthy. Therefore, relational ethics necessitates human involvement as the essential factor in the formation of trust. The remaining question is what happens when practitioners are unable to explain the functions of the machine and yet are in some way dependent on the machines’ explanations?

Cutillo et al. (2020) identify *usability* as the degree to which any computing machine is able to achieve its intended goals of ensuring patient safety and satisfaction, and emphasize that no machine should add to the burden of the caregivers and patients. This definition is congruent with the relational ethics lens because ultimately, a machine is ineffective if it prevents a genuine therapeutic relationship between the healthcare provider and the patient. Regardless of how useful AI is, no AI could ever replace the pure patient-centredness of human caregivers from a relational standpoint. Therefore, the key points of usability include the importance of user-centredness and benefits to the healthcare system. Nundy et al. (2019) agree and discuss the importance of competency on the user end to ensure that the AI is accurate, unbiased, and explainable, and is not mistakenly in conflict with physicians’ judgement or compromises patients’ autonomy. Ahmad et al. (2021) concur when they underscore the comfort level in which the surgical oncology fellows were able to use and practise with the surgical robotics at the University of Pittsburgh Medical Center before they operated on live patients. Likewise, in Canada, while the length of time Dr. Jennifer Leighton trained to operate the robotic assistant to perform the first total hip replacement in November 2022 was not reported, it is evident in the embedded video that she and her colleagues are practising and embodying the knowledge by learning to operate the machine (Laroche, 2023).
The practice implications of AI are vast and will continue to be so. Therefore, keeping the components of relational ethics in mind, it is imperative to ensure that healthcare providers’ physical clinical presence is never taken out of the process. Relational ethics is not against AI in health care but simply asks healthcare professionals and computer scientists to be intentional in the creation of AI with respect to ensuring collaboration and communication as part of the integral-relational stakeholder dynamic to achieve trustworthiness and appropriate implementation.

**Social Implications**

AI holds great potential to improve health and healthcare systems, though the social implications are extensive and complex. The WHO supports the advancement of using AI for health and provides realistic strategies in their *Guideline Recommendations on Digital Interventions for Health System Strengthening* (2019). The intent of the guideline is to implore healthcare leaders to assess the “benefits, harms, acceptability, feasibility, resource use, and equity considerations” (p. 7). Notwithstanding the support of the WHO guideline, some scholars are concerned that the increased application of AI in health care may further worsen the existing patterns of health inequities because not all nations could afford the use of AI and its ongoing development (Vinuesa et al., 2020). Many Global South nations are still facing challenges to implement digital health records and do not have the financial or research resources to keep up with Global North nations’ rapid adoption of AI applications. The technological gap between nations presents numerous social inequity issues. In Global North nations where healthcare systems are either private or Bismarck, and even in Beveridge or public systems such as Canada and the United Kingdom, inequality and inequity exist in terms of access (Lameire et al., 1999). For example, the two orthopaedic robotic assistants in Dartmouth General Hospital cost
$2 million CAD, which was paid by the Dartmouth Hospital Charitable Foundation (Laroche, 2023). Until hospitals in other provinces receive funding and orthopaedic surgeons are trained, it is questionable how equitable access for Canadians is ascertained. Similarly, if companion robots are widely used in Canada, how does the healthcare system ensure fair and equitable access for everyone? Can companion robots be justified as being medically necessary so they would be covered by the provincial governments? How should priority for access be determined?

Specifically pertaining to care robots, the scoping review conducted by Murphy et al. (2021) emphasizes many practitioners’ concern for the social isolation of care recipients should robots ever replace human care because, at minimum, they will reduce the level of human contact. This is already known to be true with the increased use of technologies by children; psychologists are concerned that today’s children and youth are not learning adequate socialization skills (Oswald et al., 2020). At best, children do parallel play with friends while each is using their own device, or when they are playing video games, they play side-by-side but do not, in fact, interact (Oswald et al., 2020). Hence, it might be possible that if people become too reliant on companion robots, the robots would be used as patient babysitters and visitors, and those that could perform basic tasks such as bathing or feeding would replace the most basic human interaction activities in health care. It is often during meals or bath times that caregivers can assess patients’ mental health status or skin integrity and develop a rapport with their patients. Many of the tasks that nurses and other care providers perform are tasks that embody meaningful human mutual connections and engagement.

In addition, the preservation and promotion of human dignity is integral in healthcare system delivery. For those patients who are not fully cognitively intact—for example, those with dementia, severe head injuries, or brain tumours—it is possible that the use of care robots
(“carebots”) or companions is a kind of deception to the patient and thereby disrespects their dignity (Sharkey & Sharkey, 2012). There is also the potential for unintended consequences and the moral hazard of objectifying and infantilizing patients to consider (Gallagher et al., 2016; O’Brolcháin, 2019). Although some may argue that while robots are incapable of reciprocating emotions, unfortunately, humans may fail to provide emotional support entirely (Kisorio & Langley, 2019). Is it better and more dignifying to have a carebot than an uncaring human or inadequate human care because of staff shortages (Hegney et al., 2018)? Relational ethics would challenge the concept of competent health care as conditional to care that is provided by humans who can by virtue of attentiveness and presence preserve and promote dignity (Bergum & Dossetor, 2005; Oberle & Bouchal, 2009). Therefore, relational ethicists would disagree that a machine is better than human care.

Other components of promoting dignity include healthcare providers’ competency in honouring cultures, diversity, and inclusivity. Although the technology is capable of programming AI to respond in a culturally appropriate manner, such responses cannot be categorized as genuine and authentic from a relational sense. There is a concern with respect to the potential algorithmic biases, which could result in discrimination in health care (Birhane & Cummins, 2019; Henderson et al., 2022; McCradden & Kirsch, 2023). The engineers may have prior conscious or subconscious biases and then inadvertently build their biases into the AI algorithm, which could perpetuate or even worsen discrimination (Henderson et al., 2022).

Coeckelbergh (2022) recognizes that the discussion of cultural diversity in robots is still a niche area in technology and computer ethics and argues that the move towards robots that are more culturally diverse and relational is possible in the future. Coeckelbergh also contends that there is a possibility to use social robots to educate humans about issues in diversity, equity, and
inclusivity, which could evoke a deeper sense of understanding and the coming together of
commonalities. It is difficult to entirely disagree with Coeckelbergh if the purpose of some social
robots is to assist in shifting the societal culture towards a more just world. The question is, can
AI in health care ever achieve perfect anti-discrimination unbiased behaviours?

The notion of autonomy in health care is of great value, which is another embedded
element in relational ethics. An argument can be made that care robots may, in fact, threaten the
autonomy of patients and practitioners if the technology is too complicated to operate or if
providers become so dependent on them that they automatically believe the AI has been
programmed to make the best care decisions. It is debatable whether or not it is possible to
program AI to promote or respect the operators’ autonomy because that would be an inherent
contradiction of the purpose of their existence; that is, to provide or suggest the best care and
decision making. Nonetheless, according to the 2017 United Nations (UN) World Population
highlights, by 2050, approximately 2.1 billion people will be aged 60 and above, and 152 million
will be diagnosed with dementia. Also, countries such as Japan are running out of young people
to take care of the elderly because of the low birth rate (Dooley & Ueno, 2023; Matsuda, 2019).
Therefore, those who are cognitively sound enough to exert their autonomy to choose care robots
may argue that they do not believe using AI is a potential infringement of their autonomy, and
perhaps the alternative is worse—staff shortages and no care at all.

It is imperative that in contemplating AI with respect to the social implications of
potential social isolation and poor socialization, the reduction of autonomy, and social equality
and equity, a balanced reflection should be made on the fact that many people had the same
concerns when the radio and the telephone were first invented. Television and personal
computers soon followed. Are people more isolated? Communication methods and socialization
have definitely evolved, but has it all been negative? Relational ethics promotes human
effectiveness and authentic-meaningful relationships but does not dictate how these should take
place. The caveat is in finding ways to ensure that the relational aspects of care are not lost when
implementing more AI.

**Legal Implications**

For the purposes of this paper, the legal implications with respect to privacy and
accountability are highlighted. The collection and use of patient data is a major concern for many
because there is no complete guarantee that the data will never be lost, hacked, or misused. For
example, although most people may be comfortable with ubiquitous surveillance for their
personal devices such as cellphones to locate them or track search histories for marketing
purposes, many people were leery when Canadian Prime Minister Justin Trudeau announced the
COVID app in 2020 because personal health information would be used and therefore could be
compromised. The concern is not unfounded because there have been many incidents of
healthcare system cyberattacks in Canada, such as the attack in Newfoundland and Labrador in
2021, and the Code Grey issued by the Hospital for Sick Children and the University Health
Network in Toronto for cybersecurity events in December 2022 and January 2023, respectively
(Burke, 2020; Casey & Mostead, 2023; Mosleh, 2023; Tutton, 2021). There may likely be less
security risk with the use of care robots because they are task oriented; however, human
healthcare workers occasionally confuse one patient with another, so it is not impossible that a
care robot may malfunction and use incorrect patient information (Meskó & Görög, 2020).

Therefore, it is timely for the Office of the Privacy Commissioner of Canada (OPC) to
issue the *Policy Proposals for PIPEDA* [Personal Information Protection and Electronic
Documents Act] *Reform to Address Artificial Intelligence*, prepared by Dr. Ignacio Cofone,
assistant professor at McGill University’s Faculty of Law (OPC, 2020). Cofone’s recommendations are aimed at allowing responsible AI innovation and socially beneficial uses while protecting human rights. Cofone emphasizes that stricter legislation is required to ensure Canadians’ fundamental right to privacy while keeping up with the rapid development of AI to benefit civil society. Cofone’s call for the amendment of PIPEDA includes six important points, two of which are implicitly harmonious with relational ethics in the healthcare setting: 1) authorize AI use within a rights-based framework that would entrench privacy as a human right and a necessary element for the exercise of other fundamental rights; and 2) require organizations to design AI systems from their conception in a way that protects privacy and human rights (para. 80–87). Both points are complementary with the notions of human engagement and autonomy that are emphasized in relational ethics.

Moreover, Cofone (2020) insists that law and regulations should use a human rights–based approach that would ensure responsiveness towards the responsible innovation and application of AI and the protection of human rights. Cofone indicates that protecting people’s privacy underpins the protection of other human rights in numerous contexts. Thus, it is imperative that privacy is upheld no matter how low the risk an AI system poses. For example, if a greeter-bot is able to perform facial recognition, could it jeopardize patient privacy? The technology already exists, so there is no reason to assume this is impossible.

With respect to accountability and AI, the overarching question continues to be the burden of responsibility when errors occur in the clinical or homecare setting (Meskó & Görög, 2020; Murphy et al., 2021). If practitioners do not have sufficient knowledge of the AI they are using, how are they expected to explain any errors, especially as it is incumbent upon the providers to disclose mistakes to the patients? This also leads to the next logical question of who
is responsible for AI errors—the practitioners or the computer scientists or manufacturers (Meskó & Görög, 2020)? Cautiously, Gail Tomblin Murphy, the Vice President of Research, Innovation and Discovery for Nova Scotia Health, stated in the same interview where Dr. Leighton was featured for using a robotic assistant to perform the first hip replacement in Canada, “We don’t get it 100 percent, and in fact, we test and try new technologies, some of them work and some of them don’t work so well” (Laroche, 2023, para. 11). Tomblin Murphy’s statement is a clear indication that the accountability is on the human end to “get it” in order to use AI properly.

According to the Robotics Business Review’s Healthcare Robotics: 2015–2020 research report, robots have botched numerous surgeries in the United States. The increasing use of AI presents new challenges such as potential harmful incidents, the rearrangement of traditional surgical processes and procedures, and operating room team dynamics. Patients and practitioners need to be able to trust the AI (Martinello & Loshak, 2020; Torrent-Sellens et al., 2020). The implication is that although assistive AI undoubtedly enhances physicians’ abilities and expertise, there is an inherent element that is beyond the control of the operators, which contributes to the perennial debate between trust and accountability (Meskó & Görög, 2020). Bryson’s (2018) call for global governance of AI is valid to ensure that regulations are in place to prevent people from blaming the AI they created. Likewise, Cofone (2020) addresses accountability from the privacy perspective and underscores that ensuring accountability is far-reaching because it “encourages organizations to consider the totality of their practices and enhances public trust,” which is also emphasized in relational ethics (para. 74).
Nursing and Education Implications

Nurses and other healthcare practitioners will have to work with all types of AI moving forward. The challenge is in the practice applications because the capability of AI has been proven. AI is expensive and requires regulations, integration with other systems, constant upgrading, and ongoing user education. This means the standard in nursing care must simultaneously evolve alongside AI. Therefore, there are educational and research opportunities to discover new practice interventions or obtain further improvement for current interventions. For example, the image-recognition ability of AI could assist in skin and wound assessment or recognize nonverbal cues for pain and other affects (Davenport & Kalakota, 2019). By virtue of being the largest group of healthcare professionals internationally, and with their close proximity to patients, nurses impact every aspect of care, so there are also possibilities to engage in the revision and development of protocols, polices, and projects, and to identify gaps related to practice, education, and leadership (Ronquillo et al., 2021).

None of the authors cited in this paper, such as Davenport and Kalakota (2019), Bryson (2018), Coeckelbergh (2022), Juravle et al. (2020), Matheny et al. (2020), and Topol (2019), believe that AI will replace humans anytime soon in healthcare settings but advise practitioners to continue to rely on authentically human skills such as empathy regardless of the role of AI. Ronquillo et al. (2021) underscore the importance for nurses to be part of the vanguard of AI in healthcare systems and to contribute to each stage of AI innovation, development, and implementation. Nurses are in a unique position to advocate for AI integration and regulatory governance that could limit negative outcomes. Furthermore, as AI continues to advance in health care, it is no longer possible to ignore the accompanying ethical issues; thus, nurses have an active role in ensuring they embody the knowledge to effectively manage human-machine
integration in the nursing process. Nurses need to continue to contemplate the question of where and how they situate themselves ethically in their collaboration with AI to achieve ideal relational care for their patients.

**Conclusion**

This paper was written with a reflective attitude by applying relational ethics to explore the application of AI in the healthcare setting. Essential relational ethics elements of mutual respect, engagement, embodiment, and trust were applied to anchor the paper and examine some of the potential legal, ethical, social and practice implications. Perhaps one day, an authentic, mutually respectful therapeutic relationship with AI could be achieved. Until the time comes when we can definitively say that AI is as sentient as the human mind, we cannot treat it like an autonomous agent. For now, the use of AI should be framed outside the direct care context to ensure that AI has a solid boundary, which is to function strictly in an assistive capacity. Presently, most people trust the healthcare professionals who have embodied enough knowledge to operate assistive AI. It is evident that ongoing research and discourse are required to address the issues of privacy, accountability, and regulations. Internationally, the innovation and utilization of AI in all sectors is happening at such high speed that there is an urgent need to consider ways to reach the vulnerable populations so that the advancement of AI is not only for the benefit of the privileged. As Cofone (2020) indicates in the OPC policy proposal that makes recommendations to amend PIPEDA, AI has immense potential to improve health outcomes and social, and economic inequities; hence, it is of paramount importance that providers and the healthcare system adequately understand the implications of AI use, ensure appropriate training, establish practice guidelines, and address ethical concerns.
In March 2023, the non-profit Future of Life Institute (FLI) posted a timely open letter to call on all international AI leaders and researchers to urgently pause for at least six months the training of any AI systems that could be more powerful than GPT-4. The FLI advised that there must be improved safety protocols that are audited by independent experts before any more AI development should continue and cited and warned about potential risks to society and humanity in case of misuse, disinformation, and cybercrime (Castaldo, 2023). Subsequently, on April 1, 2023, Italy was the first Western country to ban ChatGPT while the Italian data-protection authority conducts their investigation regarding privacy concerns (McCallum, 2023). In Canada, the Artificial Intelligence and Data Act (AIDA) is due to be in force in 2025; however, nearly 100 computer science researchers and experts, as well as startup CEOs signed an open letter in April 2023, calling for MPS to pass AIDA before the summer (Castaldo, 2023). The most significant announcement was from British-Canadian Dr. Geoffrey Hinton, Professor Emeritus at the University of Toronto, also known as the Godfather of AI, who resigned from Google in order to speak freely and stated on May 3, 2023, that he is severely concerned because the technology is developing far too fast and fears it could potentially manipulate humans (Korn, 2023). Hinton declared that he is blowing the whistle on the technology, called for stricter regulations, and admitted that there is no solution now, albeit it would be impossible to stop progress. Thereafter, on May 16, 2023, Sam Altman, the CEO of OpenAI, the company that created ChatGPT spoke before the United States Senate Judiciary Subcommittee in Washington on Privacy, Technology and the Law hearing on AI stated the “industry could cause significant harm to the world… if this technology goes wrong, it can go quite wrong” (O’Brien, 2023). Altman proposed “the formation of a U.S. or global agency that would license the most powerful AI systems and have the authority to take that license away and ensure compliance with safety
standards” (O’Brien, 2023). Professor Emeritus Dr. Gary Marcus from New York University also testified in the same congressional hearing and concurred with Altman’s proposal that there should be an international regulatory agency for standardized policies and safety standards to ensure compliance.

We are at a crossroad with the ongoing AI development and its governance. No AI should replace human care; therefore, relational ethics may serve to assist the healthcare system while moving forward as more AI are being implemented. Many healthcare decisions require human assessments, and the therapeutic relationship requires empathy and understanding to achieve a shared decision that is respectful of patients’ autonomy. Although it is indisputable that AI enhances healthcare services in countless ways, it should be supplementary and complementary to humans, not a replacement. Dostoevsky’s “man gets accustomed to anything” should serve as a cautionary note. Healthcare professionals should not become complacent.
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