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ABSTRACT .

INTRODUCTION

THE PATTERN RECOGNITION VIEWPOINT

A PATTERN RECOGNITION DOCUMENT CLASSIFICATION TECHNIQUE 
(UNE TECHNIQUE DE CLASSEMENT DE DOCUMENTS)

T.Z. Gottlieb and P.I.P. Boulton 
Department of Electrical Engineering 
Univ, of Toronto, Toronto, Ont. Canada

Some of the results obtained in the field of automatic 
document classification using pattern recognition 
techniques are presented. The classification problem 
is shown to be equivalent to the concept of unsupervised 
learning in pattern recognition theory. Criterion 
functions are introduced which formally define the 
notion of cluster quality, and an iterative procedure is 
presented which allows clusters to be locally optimized. 
Experimental results show that this approach leads to 
classes which are at least as good if not better for 
retrieval than previous techniques. (Quelque resultats 
obtenus dans le domaine de classification automatique 
de documents sont presentes).

This paper presents some of the results obtained at the University 
of Toronto in the field of automatic document classification. Research 
into classification of such machine readable content vectors for retrelval 
has been restricted mainly to Cornell University (Salton 1971, 1972 and 
Kerchmer 1971), the University of Maryland (Auguston et al, 1971 and 
Minker et al 1973) and the Cambridge Language Research Unit (Spark Jones 
et al, 1968, 1970). The general approach is to place these document 
vectors into a keyword feature space and use the relative vector positions 
to measure document similarity. Graph theoretic and other techniques have 
been used with some success for finding document classes. The pattern 
recognition approach discussed in the following sections is felt to be an 
improvement on these techniques.

"Classification" in the pattern recognition sense is the assignment 
of a physical object or event to one of several prespecified categories. 
Normally, the item cannot be classified directly and so is passed through 
a feature extractor which examines the item and measures certain properties 
which are used later to distinguish between classes. The features are 
passed to a classifier whose output is a decision as to the correct class 
of the item. The picture of this process is typical of pattern recognition 
applications and is shown in figure 1.



76

DOCUMENT CLASSIFICATION

Figure 1 - Pattern Recognition Process
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Figure 2 - Document classification process

Thus, the main objective of pattern recognition theory is to produce a 
decision as to the class membership of an item.
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The basic reason for the difference noted above is that an assumption 
has been made in the pattern recognition case which does not generally hold 
true in cluster analysis. The assumption is simply that the type and 
number of classes is known (i.e. there exists a recognizable pattern). 
Furthermore, the underlying goal is to determine the single class to which 
an item belongs. This is specifically not true for document classifiers 
where an item may logically fit quite well in several classes. Also, the 
document classification process is only the beginning of retrieval which 
is to follow. In pattern recognition, the problem is considered terminated 
once a decision has been made as to the class of an item. This is the 
underlying reason why pattern recognition classifiers are judged on 
their ability to minimize the probability of error, i.e. putting an item 
into the wrong class, whereas document classifiers are judged by the a 
posteriori retrieval effectiveness that resulted from the classification. 
The two fields however, are so obviously related that much insight into 
the information retrieval area may be gained by studying pattern recognition.

feature extraction 
The process of classification, on the 
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The classification of documents for retrieval is a somewhat 
different concept. Here, the main object is to organize a collection 
of documents so that those items within a class possess some (hopefully 
strong) semantic similarity while those in different classes do not. 
This is achieved through the process shown in figure 2. The documents 
are analysed by a thesaurus or dictionary in order to reduce the amount 
of information into keyword vector form. These vectors are in turn 
analysed by the classifier which uses the information in order to 
estimate a partition of the vector space in which the documents are 
represented such that the above conditions of semantic relationships 
are satisfied.

The process of producing keyword vectors is simply a 
in the pattern recognition sense.
other hand, has somewhat different connotations in the two fields, 
one case it is a clustering process while in the other it is 
making process.
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Unsupervised Learning
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Figure 3 - Building a Classifier
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Similarity Measures, 
to compare two items x and y. 
value is large when x and y are similar, 
between x and y is a commonly used measure, 
include the fraction of shared features or the ratio of shared 
features to the number of features found in x and y together.

A similarity function s(x,y) may be used 
It must be a symmetric function whose 

The cosine of the angle 
Other measures might

Pattern recognition assumes that every item belongs exclusively to 
one defined class. Unfortunately, document classification problems are 
not so simple. The conditions for class membership are not specifically 
known and documents may fit into more than one class. Pattern recognition 
tackles this problem by analysing a training sample and then using their 
features to build a recognizer assuming the sample to be representative 
of the classes.
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The similarity between figures 2 and 3 should be obvious. The classifiers 
in both diagrams now represent the same concept. The problem of document 
classification has been reduced to a classical pattern recognition problem 
of unsupervised learning. Compared to other more traditional problems, 
this problem is the most difficult. Let us see then what can be done when 
all one has is a collection of documents with no previous knowledge of 
its semantic structure. We first require answers to two important 
questions.

1) How do we measure the similarity between two documents in a cluster?
2) How do we evaluate a partitioning of documents into clusters?

training 
samples

When the training samples used to design the classifier are not 
labelled to show their category memberships, the learning process is 
said to be unsupervised. The classifier which results may be thought 
of as an algorithm for partitioning (clustering) the sample space into 
distinct classes. This process is pictured in figure 3.

Performance Evaluation. Unfortunately, researchers in information 
retrieval have largely avoided the problem of evaluating the partitions 
of their document spaces and have concentrated instead on the problem of 
measuring only the retrieval characteristics of a partition. Thus if 
one partition produced better retrieval results than another, it was 
thought to be better without regard for any natural structure that might 
exist in the document collection. It may be that one classifier was
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CRITERION FUNCTIONS FOR CLUSTERING

0
De = 0
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triangular form.

d Jk

Weighted Average Squared Distance Criteria. The weighted average
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De is symmetric with zeros on the diagnonal and so may be stored in upper 
A simple criterion function therefore is the sum of the 

squares of the n(n-l)/2 inter-document distances for all clusters.

better able to find this structure whereas another tried to impose an 
unnatural structure on the data. It is our belief that more meaningful 
comparisons may be made given some measure of the goodness of the 
document space partitions being considered. Criterion functions provide 
us with such a measure.

Criterion functions can be used to represent document clustering 
as a well defined mathematical problem. Suppose we have a set D of n 
documents dl,...,dn which we wish to classify into exactly c clusters 
DI,...,De. The basic qualification for membership is that documents 
in the same cluster are more similar than documents in different 
clusters according to some well defined similarity function. A criterion 
function states this qualification mathematically and the problem is 
reduced to finding the partition which extremizes this function. Thus 
we can at least define what is meant by optimal cluster quality with 
respect to a particular criterion function J and a similarity function s.

Given a cluster c

i:d inl

d12

d21

Total Squared Distance Criteria. Given a cluster c of n documents 
and a dissimilarity function, it is easy to compute the inter-document 
distance matrix De.

n
I 

j=i+l
The disadvantage of the total squared distance criterion function is that 
it tends to favor clusters of roughly the same size. Large clusters are 
discouraged even though they may be natural for certain collections.
This is because the number of terms contributing to the sum is proportional 
to the square of the number of documents in the cluster. This advantage 
prompted the design of the following criterion function which is somewhat 
more sensitive to cluster size.

d. IIn )I
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ITERATIVE OPTIMIZATION
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Instead, the final partition is said to be locally optimal and

Clearly, in most cases, such 
Fortunately other techniques exist to 
Suppose we have an unlabelled set of

Other formal pattern recognition criterion functions may be found in 
Duda and Hart (1973).

= r2J 1=1

Then the criterion value of cluster j increases by
The transfer of x* may be
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Suppose a document x’ currently in cluster i is moved tentatively 
to cluster j . ’---  --  -------
(J.f-Jj)and cluster i decreases by (J£- 3 ...J _ , .___considered beneficial if
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criterion function is very similar to the total criterion JT defined 
previously but takes into account the size of clusters. If n^ is the 
number of documents in cluster i and is sum of the mi(mi*l)/2 ■* 
inter-document distances for cluster i then the weighted average c 
criterion function Jw may be defined by:

c 
j = y 

i=l
The basic approach is to start off with some initial approximation to the 
c clusters and then transfer documents from one cluster to another if 
the net effect of the transfer will be to improve the value of J. 
are no guarantees using this method that the optimal solution 
reached. ' 
different initial partitions usually lead to different solutions. 
Nevertheless, the process may be repeated from various initial 
configurations in order to test the sensitivity of the collection to 
the criterion function and to the starting point. In classifications 
for retrieval, there is no equivalent concept which might determine 
the best possible result.

An optimal solution has been defined as one which extremizes a 
criterion function. In theory, one can always find the optimal 
solution by exhaustive enumeration of all possible partitions. However, 
this approach would require consideration of more than 1067 partitionings 
in order to find 5 clusters in 100 items, 
an approach is not feasible, 
help find optimal solutions, 
documents which we wish to organize into c clusters according to a 
particular criterion function. If J. is the criterion value for cluster 1 
then the criterion value for the entire organization can be represented 
by
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EXPERIMENTAL RESULTS

(ADI).
from Cranfield (CRAN). 
see Gottlieb (1974).

This section presents the results obtained from application of the 
criterion function classifiers on two document and query collections 
kindly provided by the SMART system at Cornell University. The collections 
are in the form of thesaurus vectors consisting of concept-weight pairs. 
The first is based on the full text of 82 short papers in the field of 
documentation originally provided by the American Documentation Institute 

The second is based on the abstracts of 200 papers in aerodynamics 
For further characteristics of these collections,

Clearly a good strategy would be to find that cluster j for which the 
above differences is maximum. This naturally suggests the following 
clustering procedure:

For a number of reasons, Rocchio’s clustering method was chosen 
for comparison against the criterion function classifiers to be tested. 
Rocchio’s method is relatively easy to implement and has been shown to 
produce performance results representative of results currently available 
in the field with other techniques (Minker et al, 1973 and Salton, 1971). 
Rocchio’s algorithm was therefore applied to both the ADI and the CRAN 
document collections and produced 11 and 12 clusters respectively. For 
each of these organizations a number of random organizations of the same 
number of clusters were constructed. These random organizations were 
iteratively optimized with the criterion function classifiers. In 
addition the organizations produced from Rocchio’s method were subjected 
to the iterative optimization procedure so that the criterion values both 
before and after optimization could be compared with those obtained from 
the random initial organizations.

In figures 4 and 5 the reduction in criterion value for several 
initial clusters is compared graphically with the Rocchio clusters. The 
random starting all show rapid decreases in criterion value for the first 
few cycles of the procedure. In terms of total squared distance, the 
ADI clusters were the poorest in comparison to the random clusters which 
in most cases converged more quickly and to lower minimum criterion values.

Procedure: Iterative Optimization.

Pl: Select an initial partition of n samples into 
c clusters and compute Jl,...,Jc.

P2: Select the next candidate sample x’ in cluster i.
P3: For j = 1,2,...,c compute: p(j) »
P4: Transfer x’ to cluster k if p(k)^p(jjfor all j.
P5: Update J. and J^.
P6: If there^have been no transfers in n attempts, stop; otherwise 

go to P2.
An iteration of this procedure is defined to be one attempt at document 
transfer. A cycle is completed after n transfer attempts.
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CONCLUSIONS

Unfortunately, table 1 does not bring out any direct observable 
relationship between criterion function value and IRP. Although efforts 
to minimize the criterion value have resulted (on the whole) in relatively 
good IRP measures, the recall/precision parameters (upon which IRP is 
based) are too sensitive to reveal this desirable relationship.

As predicted by the discussions centered around figures 4 and 5, 
the retrieval results obtained from the optimized clusters do not show 
dramatic increases in IRP over Rocchio’s clusters. Nevertheless, 
optimization of Rocchio’s clusters produced an increase in IRP in 7 out 
of 12 cases and only an insignificant decrease in 2 of the remaining 
5 cases. In the 60 searches performed with optimized clusters, 36 cases 
produced IRP values higher than the corresponding unoptimized Rocchio 
cluster searches. A further 9 cases produced values within 2% of the 
unoptimized clusters. In 4 cases, the optimized clusters produced 
better than full search results.

In order to determine the relative effectiveness of the optimized 
clusters, searches were conducted and compared with results obtained 
from the unoptimized Rocchio clusters. The search strategy used was 
to examine the closest 1, 2, or 3 clusters and return the 20 documents 
closest to the query. These search results are summarized in table 1. 
The measure used to evaluate retrieval performance is the integrated 
recall precision measure (IRP) defined by Mlnker et al (1973), broken 
down by the number of clusters searched (search depth). The random 
initial organizations are listed in order of increasing criterion values. 
The IRP values in the table should be considered with the full search 
value in mind. If all documents are examined and the top 20 documents 
retrieved, then the IRP is 0.447 for CRAN and 0.409 for the ADI collection. 
In some cases the IRP value obtained was greater than the full search value.

The best Rocchio clusters were for the CRAN collection in a weighted average 
sense. Here the random configurations converged more slowly and did not 
result in lower criterion values. In summary, the graphs show that Rocchio’s 
method tends to form clusters which are reasonably good in the total 
squared distance sense but much better in the weighted average measure.

The formal criterion function classifiers designed specifically 
for document classification were shown in table 1 to be at least as 
effective if not better for retrieval than existing clustering techniques. 
This demonstrates that formal pattern recognition theory can successfully 
be applied to document retrieval and opens the way for research into 
other mathematically defined classifiers. Furthermore, the criterion 
function approach provides a method for measuring the quality of clusters 
produced by an classifier. This allows direct comparisons to be made 
between different techniques so that researchers may being to discover 
why certain classifiers work better on some collections than others.
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