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The concept of associative processing as a special 
processing method suitable for character handling 
tasks is introduced. A short survey of the history 
of associative processing is given together with a 
description of the basic machine structure. Dif­
ferences between conventional and associative pro­
cessors are mentioned. Problems of implementing 
these processors are outlined and the possibility 
of an associative file store is discussed. The 
challenge of associative processing to information 
scientists is illustrated on the example of indexing.

Cette etude introduit le concept de reproduction 
associative comme methode pour la reproduction 
ayant rapport au releve de certains caracteres. 
L’histoire derriere cette methode de reproduction 
est etudiee et une description de la structure de 
la machine est presentee. Les differences entre 
les methodes de reproduction conventionnel1e et les 
methodes de reproduction associative sont enoncees. 
Les problemes associes avec 1’implantation de cette 
methode de reproduction est discute et la possibilite 
de creer un centre de dossiers d’association est en- 
visagee. Le defi qui est lance aux scientistes en 
information par cette methode de reproduction asso­
ciative, est illustre avec un exemple d’indexation.
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Many computer based information systems operate with just the bare 
minimum of resources in order to keep costs as low as possible. However 
we all know that systems managers always ask for more: computing power 
memory, and peripherals. They not only ask for more, but for faster and 
more expensive equipment. Management invariably asks: How much does it 
cost; how cost-effective will this new equipment be? Systems managers 
normally don’t like to think about these aspects.

In its beginning, associative processing was closely connected with 
cryotron technology, but it became quickly a popular subject for research, 
The suitability of associative processing for information retrieval appli­
cations was recognized very early (Petersen, 1962; Reich, 1969). Special 
significance was a paper, published in 1962, by Lee and Pauli (Lee, Pauli, 
1962), which carries the title: ’’Intercommunicating Cells—Basis for a 
Distributed Logic Computer. ” They suggested a new type of associative 
processor, which, since then, has been named a "distributed logic associ­
ative processor" (Yau, Fung, 1977). In this processor each word in the 
associative memory array has comparison logic attached to it. Many vari­
ations to this design have been proposed, but the basic structure remains.

A computer which is installed mainly for the support of an inform­
ation system can ha\ e quite different hardware from that found in a general 
purpose computing environment. It needs good character handling capabilities, 
efficient file access methods, good input/output facilities, but very little 
special hardware for doing "fancy" arithmetic. Large computers for commer­
cial applications generally have these properties, and the main chores for 
such a computer are those of sorting and searching (Knuth, 1974) . Examples 
from the library environment are the preparation of a KWIC index which in­
volves a sort on the keywords, or the search of a file for all the records 
which contain a given keyword.

It has been suggested that a considerable increase in performance 
be expected with computers which utilize parallel processing (Carroll, 1976). 
However, even if a parallel processor is used in information system support, 
the specialized tasks of such a system are still carried out by a computer 
designed for a variety of applications. Would it not be better to design a 
new computer just to handle these specialized operations more efficiently?

Fortunately, it is not necessary to design such a new computer, since 
the basic concept of a suitable machine, namely, the idea of "associative 
processing," has been around for 23 years. It had been described the first 
time in 1956 (Slade, McMahon, 1956). Machines based on that concept are 
called "associative processors." The main difference between a conventional 
and an associative processor is the method of accessing memory. Associative 
memory is accessed by content rather than by an address as in a conventional 
coordinate addressed memory. In addition to content addressing, a group, or 
all words, of memory are accessed in parallel, a fact which is responsible 
for the name of "associative parallel processor" (APP) .
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ASSOCIATIVE PROCESSOR STRUCTURE
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To understand the operation of an APP, its speed, and the implications for 
information retrieval, it seems necessary to look closer at its structure.
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To illustrate structure and operation of a distributed logic APP the 
example of searching for a given keyword in a list of keyword-document-number 
pairs is given. The implementation in BASIC and the memory outlay on a sequ­
ential computer is given in Figure 1. A somewhat simplified structure of an



associative processor is shown in Figure 2 (Lea, 1976). The list of keyword-
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Now is the time to ask the question: 
iative processors, if they are that fast?”

etc.
If the AMA

The answer to this question can be found as early as 1966 in a paper 
by Hanlon (Hanlon, 1966): "The major drawback to development of content 
addressable memory is the lack of a suitable associative cell in a practical 
technology at an acceptable price.” Associative memories have been imple­
mented with various technologies, cryotrons, magnetic cores, semiconductors 
and integrated circuits. However, the size of memory was always small, ap­
proximately 1024 words of 100 bits. Large scale associative processors were 
not economical until LSI technology reduced the cost, and the construction 
of PEPE (Crane et al., 1972) and STARAN (Batcher, 1974) was possible. An­
other of these large scale associative processors is the Linear Array Pro­
cessor developed by Finnila (Finnila, 1977). Customers for these machines 
are the "affluent" computer users, such as the U.S. Air Force and Navy. 
Experiments have been carried out with these machines to test their "prom­
ised" suitability to information retrieval and data base management. It 
has been reported (DeFiore, Berra, 1973), that they performed as expected, 
even though some problems remain (Berra, 1974).

"Why don’t we all have assoc-

As associative machines did not proliferate due to their high cost, 
other attempts were made to bring the cost down and make it available to 
the "normal" user. Researchers turned their attention to the disk and sug­
gested to modify a disk into an associative file store by adding special 
circuitry to the disk heads. This was to make a disk behave like content 
addressable memory, albeit a slower one than regular associative memory. 
The large capacity of a disk, coupled with reasonably cheap logic, promised 
to produce a valuable associative file store. These ideas originated from 
Slotnick (Slotnick, 1971), and his "logic-per-track" research. Parhami's 
design (Parhami, 1972) was specifically created for information retrieval 
applications. A group at the University of Toronto is working in this 
area. They created an interesting device called RAP and published a con­
siderable amount of literature (Ozkarahan et al., 1975; Schuster et al., 
1976; Sadowski, Schuster, 1978).

document-number pairs is loaded into the associative memory array (AMA) and 
the search key into the data input register (DIR) . The search on the entire 
memory is just one step, one instruction, as the DIR is compared with all 
the words in the AMA simultaneously. If the search key matches a key in the 
AMA a bit in the same row is set in the tag register (TR) . Multiple respon­
ses can be resolved using these tags and a row of the AMA can be transferred 
to the data output register (DOR). The bit-control logic (BCL) allows mask­
ing part of the DIR so that a search for a "truncated" key is possible. The 
word-control logic (WCL) contains the tag register and logic necessary to 
resolve multiple responses. It also facilitates more complicated searches 
for less than, greater than, maximum and minimum, between limits, etc. It 
is obvious from this example what the advantages of an APP are.
can store N keys, the associative processor is at least N-times faster than 
a sequential computer.
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We must make an inventory of all our methods and techniques and an­
alyze them thoroughly, how they can be adopted to the associative environ­
ment with its built-in parallelism.

It appears that the new technology has serious implications for in­
formation retrieval and that we information scientists have a lot of think­
ing to do before we can apply the new techniques to our best benefit.

One of the most recent suggestions is to insert a small associative 
processor into the disk channel, rather than having separate logic for each 
head. It has been shown (Lea, 1978) , that a small APP with approximately 
IK characters of memory inserted into the disk channel can be used success­
fully for data compression and decompression. Another recent paper (Schue- 
graf, Lea, 1979) has suggested that an approach which integrates special 
software techniques with such an associative processor in the disk channel 
will result in an economically feasible design, and will permit searching 
of large files "on the fly."

Unfortunately, the slow speed is considered a serious drawback of 
such an associative file store. The alternative of using a fixed-head disk 
and adding the logic to each head is technically feasible but economically 
not viable, becuase the cost of duplicating the logic is too high.

Many associative devices have been proposed in the literature, but 
only large-scale processors have reached the production stage and are avail­
able to the user who can pay the high price. It is anticipated that more 
and smaller associative processors will become available in the near future 
as hardware technology progresses.

Programming techniques and software will have to change dramatically 
to accommodate the capabilities of the new hardware. Efficient utilization 
of such a system, driven by suitable software, can produce maximum benefit 
from the inherent parallelism and change the economics of information pro­
cessing by computer. Some problems, up to now too expensive to handle, can 
suddenly be converted to a parallel executable program and done at a reason­
able cost.

We may find the same phenomenon as 
researchers working in numerical analysis. Algorithms which were little 
known and performed poorly on sequential computers could be easily adapted 
to the parallel machines and out-performed parallel versions of the best 
sequential algorithms. Our basic approach may have to be changed too, a 
process which may be painful. Let me illustrate this on the example of 
indexing.

From the previous sections it seems obvious that a new "processing" 
philosophy and associated hardware are just around the corner. To be able 
to work with one instruction on a large number of data items in parallel is 
a radical change from the conventional sequential computer.
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